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Abstract-- Clustering is one of the popular data mining methods aiming at representing large dataset by a 

collection of cluster. Clustering gene expression data sets is a difficult task because of seed selection. 

Hence to group the gene expression data set we proposed hybrid Bat K-Means algorithm (BKM).  The 

proposed system have been utilizes the concepts of Bat optimization techniques and K-Means Algorithms. 

In this approach initial cluster centre are computed by using Bat optimization technique which gives 

nearly the exact centre of the cluster based on the echolocation behaviour of Bat location and velocity. 

This method is tested upon the “cell-free RNA across pregnancy time course from pregnant women” gene 

expression data set. The performance of the BKM is evaluated using confusion matrix validation and 

compared. Further, experimental studies show that BKM based clustering outperforms. 

Keywords - Gene Expression, Microarray Dataset, Bat algorithm, K-Means clustering, Bat K-Means clustering 

algorithm. 

I.  INTRODUCTION 

 Mainly Data mining algorithms for microarray gene expression data deal by the difficulty of clustering. 
Cluster study of gene expression data have to be a useful tool for identifying co-expressed genes. DNA 
microarrays are emerged as the important technology to evaluate gene expression levels primarily, because of 
their high throughput. Results starting this test generally exist in the form of a data matrix in which rows represent 
genes and columns represent conditions or samples. Each entry in the matrix is a measure of the expression level 
of a particular gene in an exact condition. Analysis of this data set reveals genes of unknown functions and the 
discovery of functional relationships between genes.  Co-expressed genes can able to be grouped into clusters 
based on their expression patterns of gene. Clustering can be performed based on genes and sample. Into gene 
based clustering, the genes are treated as objects and the samples are features.  within sample based clustering, the 
sample can be partitioned into homogeneous groups anywhere the genes be consider as features among the 
samples as objects [1, 2, 3, 4, 5]. 

Optimization algorithms have expansively been applied on diverse and numerous area over the last few 
decades. Various natural-world optimization problems are especially complicated, where better optimization 
algorithms are needed. The aim of an optimization algorithm is to locate a set of values for the parameter, i.e., the 
independent variables to maximizes or minimizes the importance of one or more dependent variables. Various 
complex optimization problems cannot be solved within enclosed computation time. Thus the algorithms capable 
of finding near-optimal or at least practically good solution within logical computation time include drawn the 
attention of the scientific community. During the last a small number of decades, the scientific community have 
observed the emergence of a number of nature-inspired optimization algorithms. Swarm Intelligence (SI) be 
subfield of Computational Intelligence to is dedicated to mimic the behavior of natural swarms to locate solution 
for complex optimization problems which be not easily tackled by other approaches. Swarm intelligence (SI) is 
base on collective performance of self-organized systems. Typical swarm intelligence algorithms consist of 
Particle Swarm Optimization (PSO).  Recently some new swarm based algorithm namely Bat Algorithm (BA) 
emerges in the field of optimization algorithms. The algorithm proposed in this paper is based on the Bat 
optimization algorithm, which established on K-Means clustering [8, 9, and 10]. 

The structure of this paper be as follows. Sections II outline the fundamentals of the bat algorithm and K-
Means algorithm, while Sections III describes the confusion matrix validation and its measures. Section IV 
summarizes the data set, and Section V describes the experimental results. Finally, Section VI concludes briefly. 

II. METHODOLOGY   

A. Bat Algorithm 

Bat Algorithm is a meta-heuristic approach and it is working based on echolocation behavior of bats. The bat 
has the capability to locate its prey in complete darkness. This algorithm is developed based on this hunting 
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behavior of bats. Bats are mammals by wings. Bats are natural with the advanced capability of echolocation. 
Microbats are insectivores. Echolocation is an individual type of sonar, used by the microbats to avoid obstacles, 
detect prey, and pinpoint their roosting crevices into the dark. Bats release a high sound frequency to listen the 
echo that bounces back from the neighboring objects. Bats radiate frequency differs in qualifications. The 
frequency is associated with their food gathering strategies. Bats use small frequency-modulated signals to sweep 
during about an octave. Signal bandwidth of bats varies depends on the species. The echolocation characteristics 
of microbats emphasize some approximate or idealized rules, by which the difference of Bat Algorithm may be 
developed [8, 9, and 10]. Pseudo code for Bat algorithm is described in Algorithm 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. K-Means Clustering  

One of the mainly popular clustering methods is K-Means clustering algorithm. It generate K objects as initial 
centroid arbitrarily, where K is a user specified parameter. Each point be then assigned to the cluster by the 
closest centroid. After that the centroid of each cluster is updated by taking the mean of the data points of each 
cluster. Various data points may move from one cluster to other cluster. Again we calculate new centroid and 
assign the data points to the suitable clusters. We repeat the assignment and update the centroid, until 
convergence criteria is met i.e., no point changes clusters, or equivalently, until the centroid remain the same. In 
this algorithm mostly Euclidean distance is used to find distance between data points and centroid [6, 11, and 12]. 
Pseudo code for the K-means clustering algorithm is described in Algorithm 2.  

 

 

 

 

 

 

 

III.    CLASSIFICATION METHOD 

A. Confusion Matrix 

A confusion matrix contains information on actual and predicted classifications through by a classification 
system. Presentation of such systems is normally evaluated using the data in the matrix.  

 

 

Algorithm 1: Bat Algorithm 

1.  Objective function  

2.  Initialize the bat population  and  

3.  Set the pulse frequency  at   

4.  Initialize the rates   and the loudness  

5.  While (t < Maximum number of iterations) 

6.  Generate latest solutions by updating the pulse frequency, 

     Velocities and locations  

7.  If  

8.  Select a solution among the best solutions 

9.  Generate a local solution among the select best solution 

10.  End if 

11.  Generate a new solution by flying randomly 

12.  If  

13.  Accept the new solutions 

14.  Increase  and reduce values 

15.  End if 

16.  Rank the bats and find the current best  

17.  End while 

18.  Position process results and visualization 

 

Algorithm 2: K-Means Clustering Algorithm 

Input: D = {d1, d2, d3, .., dn }  // Set of n data points.  

 K - Number of desired clusters   

Output: A set of K clusters.  

Steps:  

1. Arbitrarily choose k data points from D as initial centroids;  

2. Repeat  

  Assign each point di to the cluster which has the closest centroid;  

 Calculate the new mean for each cluster;  

 Until convergence criteria is met. 
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TABLE I.  CONFUSION MATRIX FOR A TWO-CLASS PROBLEM  

 Positive prediction Negative prediction 

Positive class True positive (TP) False negative (FN) 

Negative class False positive (FP) True negative (TN) 

 

Table I shows a confusion matrix for a two-class difficulty by positive and negative class value. Since such a 
matrix, it is possible to extract a number of widely used metrics to measure the performance of a classifier. 

Accuracy:  

Overall accuracy is the proportion of the total number of predictions that were correct, it is defined as in the 
equation. 

                                                                                             (1) 

 It is possible to derive five performance metrics as of Table 1 to measure the classification performance on 
the positive and negative classes independently. 

Sensitivity or Recall (True positive rate): 

It is the proportion of positive cases that were correctly identified, as calculated using the equation: 

                                                                                                                                            (2) 

Specificity (True negative rate): 

It is defined as the proportion of negatives cases that were classified correctly, as calculated using the 
equation: 

                                                                                                                                   (3) 

False Positive Rate (FPR): 

 The false positive rate (FPR) is the amount of negatives cases to be incorrectly classified as positive, as 
calculated using the equation: 

                                                                                                                                               (4) 

Precision: 

Precision is the proportion of the predicted positive cases to be correct, while calculated using the equation: 

 

 

 

                                                                                                                                       (5) 

F-measure: 

A measure that combines precision and recollect is the harmonic mean of precision and recall. The traditional 
F-measure or balanced F-score is defined since in the following equation, 
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                                                                                                         (6) 

The advantages of the above five performance measures are of individual independent of class costs and a priori 
probabilities. The aim of a classifier is to minimize false positive and negative rates, or differently to maximize 
true negative and positive rates. 

B. Data of cell-free RNA across pregnancy 

Analysis of cell-free plasma from pregnant women data set, during the first, second, third trimesters and 
immediately post-partum. This is downloaded as of Gene Expression Omnibus 
(http://www.ncbi.nlm.nih.gov/geo/) [7]. In this Dataset, the total number of genes is: 33297, with sample 48. 
Results provide insight into a noninvasive means to monitor the expression status of many tissues and measure 
temporal expression of genes longitudinally during development. Suffix and prefix should be used more properly. 

IV.      EXPERIMENTAL ANALYSIS AND RESULTS   

In this section, the performance of the BKM is evaluated by using confusion matrix and their measures such 
as Accuracy, Sensitivity, False Positive Rate, Precision, Recall, F-Measure, and Specificity. Experiments are 
conducted to evaluate the robustness of the BKM algorithm for initial centroid selection of the cluster. The 
comparison results of proposed with KM and BKM algorithms are tabulated in Table I. 

The experimental results show that the highest correctly classified accuracy 68.33% by BATKM and the 
lowest correctly classified accuracy 58.33% by K-Means fifth run. The Minimum false positive rate is decreased 
to 0.3% in BKM and highest false positive rate 0.8% is recognized from K-Means third, fifth and sixth run. The 
average false positive rate of K-Means is obtained as 0.633%. Experimental results shows that BKM based 
clustering outperformed compared with the existing K-Means clustering. Figure 1 illustrates the accuracy versus 
datasets comparison results. Based on the initial centroid of each cluster the BKMA gives better accuracy for all 
the datasets, but KM and BATKM gives less accuracy. 

TABLE II.  EXPERIMENTAL RESULT OF EACH CLASSIFIER USING PREGNANCY DATASET  

S. No Runs Accuracy Sensitivity FP Rate Precision Recall F-measure Specificity 

1 KM_R1 0.3 0.3 0.7 0.3 0.3 0.3 0.3 

2 KM_R2 0.7 0.7 0.3 0.7 0.7 0.7 0.7 

3 KM_R3 0.2 0.2 0.8 0.2 0.2 0.2 0.2 

4 KM_R4 0.45 0.3 0.4 0.42 0.3 0.35 0.6 

5 KM_R5 0.2 0.2 0.8 0.2 0.2 0.2 0.2 

6 KM_R6 0.6 1 0.8 0.5556 1 0.714 0.2 

7 KM_AVG 0.4083 0.45 0.6333 0.3974 0.45 0.4112 0.3667 

8 BKM 0.6833 0.6667 0.3 0.6897 0.6667 0.678 0.7 
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Figure 1.  Evaluation Accuracy of Existing and Proposed Method  

V.  CONCLUSION 

In this paper, the performance of standard and proposed versions of the Bat K-Means clustering algorithm are 
investigated and compares their performance on the constant optimization problems. The basic Bat K-Means 
clustering algorithm gained improved results in optimizing the lower-dimensional function but shows poor 
performance on the higher dimensional multimodal function. In order to improve the performance on high 
dimensional problems,   we have proposed a simple Bat K-Means clustering algorithm method for selection of 
initial centroid to achieve good quality of clusters. The performance of the K-Means and Bat K-Means algorithms 
have been compared using Gene Expression data and observed that the proposed Bat K-Means performed well.   
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